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This article investigates the potential of Large Language Model (LLM) tools 

like ChatGPT in aiding researchers in the development and refinement of 

interview protocols. We found that ChatGPT could generate appropriate 

interview questions, craft key questions, provide feedback on protocols, and 

simulate interviews, indicating its potential to reduce time and effort, 

particularly when human resources are limited. This article builds upon 

previous authors’ insights and suggestions regarding developing and refining 

interview protocols to maximize the chances of achieving research aims, 

especially for novice researchers. Additionally, the researchers highlight the 

flexibility of these tools in adapting to different research contexts and cultural 

considerations. Ethical considerations and human oversight are emphasized as 

critical components in the responsible implementation of these tools. The 

research also paves the way for further exploration into the integration of LLMs 

into other aspects of research processes and offers suggestions for the use of 

LLMs in interview protocol development and refinement. The findings 

encourage a broader discussion on the evolving role of technology in academic 

research and present an exciting avenue for future studies in hybrid human-AI 

engagements in scholarly pursuits. 

 

Keywords: large language model, ChatGPT, interview protocol, qualitative 

methods 

  

 

Introduction 

 

Qualitative researchers are valued for their interests in people’s experiences and 

meaning making of their experiences. In these interests, qualitative researchers develop the 

abilities to understand subtle details and recognize deeper meanings or patterns that might not 

be immediately apparent. These processes can include interpreting emotions, motivations, 

beliefs, and the cultural contexts in which phenomena occur. This human-centric approach has 

defined the field of qualitative research for generations (Denzin & Lincoln, 1994). However, 

the recent release of large language models (LLMs) like ChatGPT (OpenAI, 2023) presents 

novel opportunities for qualitative researchers due to the ability of LLMs to understand human 

input and generate human-like text that is contextually appropriate.  

One promising area in academia for applying the robust power of LLMs is in qualitative 

data collection tools. We see specific opportunities for developing and refining interview 

protocols with LLMs to provide an innovative solution to age-old challenges in qualitative 

research – the extensive time commitment involved in protocol development and refinement 

and resource drain involved in developing robust interview protocols (McGrath et al., 2019; 
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Rabionet, 2011; Rubin & Rubin, 2012). As Brinkmann (2018) contended, efficiency in 

developing and refining interview protocol questions and prompts refers to implementing the 

“best and least wasteful route” in meeting protocol requirements (p. 589). In these two areas, 

ChatGPT emerges as a tool for leveraging technology to reduce time- and human-related 

resources.  

The interview piloting stages can be particularly taxing in scenarios where participant 

availability is limited, leading to a risk of squandering the interview population (Castillo-

Montoya, 2016; Jacob & Furgerson, 2012). Traditionally, the term ‘squandering’ refers to the 

risk of exhausting or overusing a pool of potential interview participants during the piloting 

and refinement process, reducing the available population for the actual study (Jacob & 

Furgerson, 2012). By employing LLMs like ChatGPT for the preliminary stages, researchers 

can systematically refine their protocols without overusing their participant pool, thus ensuring 

the availability of participants for the crucial data collection stage. Overall, the AI approach 

has potential to enhance the efficiency and effectiveness of the interview process in qualitative 

research in a way that is accessible for all researchers. 

ChatGPT’s adeptness at understanding and generating context-appropriate responses 

suggests a strong potential role in helping researchers develop and refine interview protocols. 

Therefore, the objective of this paper is to explore how ChatGPT can aid researchers in the 

interview protocol development and refinement process.  

 

Background 

 

Interviews have become a powerful and justified method in qualitative research due to 

researchers’ ability to capture the stories, complexities, and nuances of the human experience 

through this method (Brinkmann, 2018). However, developing interview protocols and 

conducting interviews is an art and a science, requiring intensive human involvement, 

expertise, and time (Brinkmann & Kvale, 2015; Creswell & Poth, 2018; Roulston, 2012; Rubin 

& Rubin, 2012). Researchers have argued that novice qualitative researchers often need support 

and structured processes in developing and refining interview protocols (Jacob & Furgerson, 

2012; Roberts, 2020; Turner III, 2010). For novice researchers, the nuances of phrasing, 

alignment, ethical considerations, and crafting questions that elicit meaningful, in-depth 

information can present a steep learning curve (Roberts, 2020). Researchers new to qualitative 

research also require support in developing reflective and reflexive skills needed regarding data 

collection, such as developing and refining interview protocols (Chenail, 1997; Roulston, 

2012). Castillo-Montoya’s (2016) interview protocol refinement (IPR) framework offers a 

structured process for strengthening interview protocols and improving the quality of data 

derived from interviews. The IPR framework includes four phases, as shown in Figure 1. 

The first phase involves aligning interview protocol items and research questions, 

where the goal is to remove unnecessary interview questions/prompts that do not serve the 

purpose of the study. During the second phase, researchers develop what Castillo-Montoya 

(2016) refers to as an “inquiry-based conversation,” in which researchers rely on their 

understanding of the usual behaviors, societal standards, and routines of potential participants 

to word questions/prompts while considering the sequencing of questions/prompts to align with 

the chosen methodological approach. In this stage, it is also necessary for the researcher to 

consider the sequencing of interview questions/prompts to begin the interview, to address the 

key questions/prompts, and necessary prompting to transition during the interview and 

concluding the interview (Rubin & Rubin, 2012). In the third phase, researchers seek feedback 

on the protocol (Castillo-Montoya, 2016). This feedback can include language and wording 

issues that might limit participant understanding of the question/prompts (e.g., jargon, 

academic language) and identify areas that are vague or confusing. The fourth and final phase 
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consists of piloting the interview to determine if each question/prompt elicits the information 

desired (Castillo-Montoya, 2016). In this phase, the goal is to simulate as much as possible the 

interview process including via building rapport, explaining processes and consent, and trying 

out the logistics of space, recording, and timing (Creswell & Poth, 2018) in order to make 

necessary revisions prior to entering the field. 

 

Figure 1 

Visual Adaption of the IPR Framework 

 
 

Throughout each phase, researchers continually modify the protocol. This iterative 

refinement process is often the most time-consuming aspect of preparing to conduct interviews 

(Rabionett, 2011). As such, inherent challenges are associated in working through each phase. 

For example, researchers are commonly faced with limited time and resources. One especially 

detrimental resource shortage that exists is a small participant pool, which may limit the final 

phase of piloting the interview protocol (Castillo-Montoya, 2016) and ultimately limit the 

researchers’ ability to elicit responses to accomplish their research aims.  

In this article, we advocate that such limitations could be mitigated using LLMs like 

ChatGPT, which present new avenues for developing and refining interview protocols. Prior 

research has shown that LLMs can mimic human conversation (y Arcas, 2022) and the most 

recent version of ChatGPT – ChatGPT 4 – is capable of advanced reasoning (Sejnowski, 2023). 

Until now, conventional resources for training qualitative researchers (i.e., textbooks and other 

paper-based sources) could not offer interactive, real-time assistance. However, with the advent 

of LLMs, researchers now have a viable tool for prototyping not only the development and 

refinement of interview protocols but also piloting the protocol to enhance trustworthiness and 

quality of the actual interview process. To date, using LLMs for this purpose in qualitative 

research, particularly in developing and refining interview protocols through to piloting 

processes, remains unexplored. 

 

Interview Protocol Development and Refinement 

 

Interviews are integral to qualitative research, serving as an invaluable tool for 

obtaining rich, in-depth data and facilitating a profound understanding of individuals' 

experiences, perspectives, and subjective interpretations (Brinkmann, 2018; McGrath et al., 

2019; Patton, 2015). Unlike more rigid methods like structured surveys, qualitative interviews 

allow for an interactive and flexible exploration of unique experiences, as well as insight into 

various phenomena (Brinkmann, 2018; DiCicco-Bloom & Crabtree, 2006; McGrath et al., 
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2019; Rubin & Rubin, 2012; Smith et al., 2022). Researchers use interviews to amplify 

marginalized voices and to explore complex and sensitive topics, offering a nuanced and 

detailed view of their experiences (Brinkmann, 2018; McGrath et al., 2019). Additionally, 

through the open-ended nature of interviews, qualitative researchers aim to understand people’s 

experiences and meaning making to gain deeper insight into phenomena (Creswell & Poth, 

2018; Denzin & Lincoln, 1994; Patton, 2015). Overall, qualitative researchers use interviews 

to enhance their understanding of subjective experiences and to make inclusive and 

comprehensive contributions to their fields. 

In qualitative research, developing and refining interview protocols involves 

complexities, particularly for novice researchers, who may make common mistakes such as 

asking leading questions, using technical jargon, and framing questions too narrowly (Roberts 

(2020). Researchers have identified other challenges such as aligning interview questions with 

research aims (Brinkmann & Kvale, 2015; Ojeda et al., 2011; Roulston, 2012), crafting suitable 

open-ended questions to elicit rich responses (Cyr & Anderson, 2013; Rubin & Rubin, 2012), 

and incorporating cultural sensitivity to ensure relevance to the target population (McGrath et 

al., 2019; Ojeda et al., 2011). Researchers also advocate for piloting the interview protocol to 

identify language-based challenges, question/prompt understanding, and to verify the 

effectiveness and plausible aspects of the protocol (Castillo-Montoya, 2016; Ojeda et al., 

2011). Overall, these elements enhance the quality and pertinence of the collected data. 

 

ChatGPT as a Potential Solution  

 

ChatGPT is a deep learning model designed to understand and generate natural 

language text. Chatbots like ChatGPT have recently garnered significant attention within the 

academic community due to their wide range of applications, from enhancing academic writing 

(Dergaa et al., 2023, Parker et al., 2023) to creating personalized learning tools (Khan et al., 

2023). In the face of such attention, there is a need for additional research on best practices for 

using LLMs to plan and conduct research, as well as research to explore the outcomes related 

to the use of LLMs in qualitative research (Christou, 2023). Researchers have specifically noted 

the potential of generative AI in various aspects of research, such as analyzing text (Rahman 

et al., 2023) and for annotation and coding (Lennon et al., 2021; Xiao et al., 2023). This 

recognition points to the opportunity for increased utilization of qualitative research, which has 

sometimes been underused due to the time and cost associated with annotating (coding) 

qualitative data. 

 

Castillo-Montoya’s (2016) Framework 

 

A seminal article about qualitative research interviews is Castillo-Montoya’s (2016) 

IPR framework, a four-phase systematic process to develop and fine-tune interview protocols 

for qualitative research. This framework emphasizes aligning interview questions with research 

objectives and focuses on creating an inquiry-based conversation, receiving feedback on 

protocols, and pilot testing. By using the framework, researchers can enhance the reliability 

and quality of data obtained from research interviews and can be applied to structured, semi-

structured, or non-structured interviews. In ensuring alignment, sensitivity, and context-

appropriateness of questions/prompts, and by carefully constructing the inquiry process, the 

IPR framework helps researchers obtain robust and detailed data that is congruent with the 

research's aims. The framework also offers a shared language to illustrate rigorous steps taken 

in developing interview protocols and can be a valuable tool for researchers seeking to capture 

participants’ experiences and meaning making. 
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Method 

 

To explore ChatGPT’s suitability to aid researchers in developing and refining 

interview protocols, we used ChatGPT to progress through each phase of Castillo-Montoya’s 

(2016) IPR framework. In each phase, we prompted ChatGPT (Table 1) and reviewed its output 

before advancing to the next phase. 

We began by prompting ChatGPT to generate a list of interview questions for a 

developing study. A prompt consists of “a set of instructions provided to an LLM that programs 

the LLM by customizing it and/or enhancing or refining its capabilities” (White et al., 2023, p. 

1). For this study, we used the “persona” pattern, which is useful in instances when users desire 

the LLM output to consistently adopt a specific viewpoint or role (White et al., 2023). We 

provided details regarding the future study’s purpose, research questions, and theoretical 

framework. In Phase 1, we prompted ChatGPT to create a matrix and map the interview 

questions onto the research questions. In Phase 2, we prompted ChatGPT to construct an 

inquiry-based conversation which follows social rules of ordinary conversation by including a 

variety of questions (i.e., introductory, transitional, key, and closing; Castillo-Montoya, 2016). 

The conversation is scripted with likely follow-up and prompts (Rubin & Rubin, 2012). In 

Phase 3, we prompted ChatGPT to play the role of a research assistant and provide feedback 

on aspects of the interview protocol using Castillo-Montoya’s (2016) “Activity Checklist for 

Close Reading of an Interview Protocol” (p. 825). This role-play process addresses Castillo-

Montoya’s (2016) recommendation for receiving feedback on protocols in circumstances 

where limited participants are available for piloting. In Phase 4, we prompted ChatGPT to 

simulate an interview by providing expected responses. 

 

 

Table 1 

Input Prompt Sequence and Evaluation Criteria 

 

IPR Framework 

Phase 

(Castillo-Montoya, 

2016) 

 

Input Prompt(s) 

Phase 1: Ensuring 

interview questions 

align with research 

questions 

Initial Prompt: I am a professor conducting a study on student acceptance 

of technological tools for automated writing evaluation (AWE). The 

primary question driving the original study is: How do students describe 

their acceptance of technological tools for automated writing evaluation? 

Sub-questions include: (1) How do students use technology for scholarly 

writing development? (2) How do students perceive the individual 

benefits of technology for scholarly writing development? (3) How do 

students perceive the potential drawbacks or challenges of technology for 

scholarly writing development? I am using a modified version of the 

Technology Acceptance Model which includes these constructs: 

perceived usefulness, perceived ease of use, behavioral intent to use the 

technology, actual use, AI anxiety, relative advantage, subjective norm, 

and trust. Help me develop a list of interview questions. 

 

Follow-up prompt: Create a matrix that shows how the previously 

developed interview questions map onto the research questions. 
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Phase 2: Constructing 

an inquiry-based 

conversation 

Create an interview protocol that follows social rules of ordinary 

conversation, contains a variety of questions (introductory, key, 

transition, and closing), and a script with likely follow-up and prompt 

questions.  

 

Phase 3: Receiving 

feedback on interview 

protocols 

Pretend you are a research assistant providing feedback on the interview 

protocol. Conduct a close read of the protocol and comment on each of 

the following criteria: (1) Beginning questions are factual in nature, (2) 

Key questions are majority of the questions and are placed between 

beginning and ending questions, (3) Questions at the end of interview 

protocol are reflective and provide participant an opportunity to share 

closing comments , (4) A brief script throughout interview protocol 

provides smooth transitions between topic areas , (5) Interviewer closes 

with expressed gratitude and any intents to stay connected or follow up, 

(6) Overall, interview is organized to promote conversational flow, (7) 

Questions/statements are free from spelling error(s), (8) Only one 

question is asked at a time Most questions ask participants to describe 

experiences and feelings, (9) Questions are mostly open ended , (10) 

Questions are written in a non-judgmental manner, (11) All questions are 

needed, (12) Questions/statements are concise, (13) 

Questions/statements are devoid of academic language, and (14) 

Questions/statements are easy to understand. 

 

Phase 4: Piloting the 

interview protocol  

Imagine you are a doctoral student who recently used a technological tool 

for automated writing evaluation. Answer the interview questions in as 

much detail as possible so I can pilot the interview protocol. 

 

 

 

Results 

 

ChatGPT’s output in Phase 1 included a list of interview questions and a matrix 

mapping the interview questions onto the research questions. Most of the questions and 

prompts included in the output were what Rubin and Rubin (2012) call “main questions” or 

questions that are designed to answer the research questions. We then asked ChatGPT to create 

a matrix for mapping the interview questions onto research questions as shown in Figure 1. 
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Figure 1 

ChatGPT’s Output for Creating Interview Questions and Mapping Them onto Research 

Questions 
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In Phase 2, we asked ChatGPT to construct an inquiry-based conversation. An inquiry-

based conversation follows social rules of ordinary conversation, includes a variety of 

questions (i.e., introductory, transitional, key, and closing; Castillo-Montoya, 2016), and is 

scripted with likely follow-up and prompts (Rubin & Rubin, 2012). ChatGPT’s output is 

displayed in Figures 2 and 3. 

 

Figure 2 

The First Half of ChatGPT’s Output When Prompted to Construct an Inquiry-Based 

Conversation 
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Figure 3 

The Second Half of ChatGPT’s Output When Prompted to Construct an Inquiry-Based 

Conversation (Continued from Figure 2) 

 

 
 

 

In Phase 3, we prompted ChatGPT to role-play as a research assistant and provide 

feedback on aspects of the interview protocol using Castillo-Montoya’s (2016) “Activity 

Checklist for Close Reading of an Interview Protocol” (p. 825), displayed in Figure 4. 
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Figure 4 

ChatGPT’s Output When Prompted to Pilot the Interview Protocol 
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In Phase 4, we evaluated ChatGPT’s ability to simulate an interview by providing 

responses expected of the study sample. ChatGPT’s output is displayed in Figures 5 and 6.  

 

Figure 5 

ChatGPT’s Output of a Simulated Interview 
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Figure 6 

A Continuation of the Simulated Interview 

 

 
 

 

Discussion 

 

Using ChatGPT to progress through each phase of the IPR framework (Castillo-

Montoya, 2016) demonstrates its potential utility for developing and refining interview 

protocols. Because ChatGPT is a sophisticated natural language processing tool and has been 

shown capable of engaging in conversation and handling multi-turn dialogue as an interviewee 

(see Eysenbach, 2023; Lund & Wang, 2023; Mann, 2023), its capabilities are not surprising. 

However, we identified several limitations in each phase of refining the interview protocol, 

warranting the importance of human oversight.  

Our exploration in the first phase, which focused on ensuring interview questions align 

with research questions, revealed several notable strengths and weaknesses in ChatGPT’s 

capabilities. A strength was ChatGPT’s ability to instantly produce a matrix aligning the 

research questions with the interview questions. This strategy could help researchers readily 

identify gaps and ensure interview questions are purposefully constructed to operationalize the 

main areas of inquiry. The automatic creation of a matrix is a time-saving technique for quickly 

validating the overall methodological alignment. Despite this capability, researchers must be 

aware that chatbots frequently need follow-up prompting to produce optimal outputs. In this 

case, on the first prompting, ChatGPT provided two suboptimal outputs: (1) no questions 

aligned with the primary research question and (2) the inclusion of yes/no questions. Much like 

working with a human partner, chatbots require iterative meaning negotiation. These iterations 

can serve as valuable learning opportunities, as they require researchers to consider the output 

carefully and critically and then to renegotiate if necessary. 
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In the second phase, we prompted ChatGPT to construct an inquiry-based conversation. 

An inquiry-based conversation is characterized by a variety of questions with follow-up 

questions and prompts that follow the social rules of ordinary conversation (Castillo-Montoya, 

2016). We found that ChatGPT demonstrated a largely positive role, particularly in creating 

key and follow-up questions. Nevertheless, ChatGPT failed to produce satisfactory 

introductory, transitional, and closing questions. For instance, the “ice-breaker” question in the 

introductory section was irrelevant to the research purpose or study questions, and only one 

transitional phrase (i.e., “Before we delve into this topic...”) was included. Despite these 

shortcomings, we believe its ability to generate key questions adds value because key questions 

solicit the most important information from the interviewee (Rubin & Rubin, 2012). 

Furthermore, in aligning with qualitative research aims, follow-up questions are often derived 

during the interview based on the interviewee’s stories and explanations (Creswell & Poth, 

2018; Roulston, 2012; Smith et al., 2022) 

The third phase consisted of receiving feedback on the interview protocol and 

highlighting the novelty of ChatGPT’s role-playing ability as a research assistant. To conduct 

this phase, we prompted ChatGPT with Castillo-Montoya’s (2016) “Activity Checklist for 

Close Reading of an Interview Protocol.” We were particularly interested in determining 

ChatGPT’s capabilities in this task because there is often a scarcity of available participants or 

others outside of the sample but who are familiar with the research topic and participant 

population to provide relevant input and suggestions. Although ChatGPT was able to provide 

feedback, its feedback was not critical enough to be useful for refinement. In response to each 

question, ChatGPT simply stated that the criteria were met and did not offer suggestions for 

improvement. In a follow-up prompt, we asked ChatGPT to make some suggestions, and it 

provided some mediocre feedback for improving the protocol, as shown in Figure 7. In this 

round of suggestions, ChatGPT acknowledged the need to revise the introductory questions, 

breakdown complex questions, check for conciseness, and simplify or define terms. ChatGPT 

also suggested adding reflection questions to the conclusion and conducting a pilot study. 

However, its ability to provide specific suggestions for rephrasing was absent. The final phase 

of piloting the interview protocol highlighted ChatGPT’s ability to suggest responses expected 

of a human. Utilizing LLM models like ChatGPT for piloting qualitative research protocols 

signifies a substantial advancement in research methodology. It addresses a critical concern in 

qualitative research – the dilemma of wasting valuable human resources while testing and 

refining interview questions. This potential of ChatGPT has particular relevance in the training 

of novice researchers, who must learn through practice without exhausting limited resources. 

In many research contexts, the target population might be limited, unique, or hard to reach. 

Wasting these precious samples on piloting questions may result in lost opportunities to gather 

substantive data. Moreover, novice researchers need extensive practice to hone their 

interviewing skills and develop questions that are clear, unbiased, and effective. This practice 

phase might traditionally require actual participants, but LLM models like ChatGPT can 

simulate human responses, providing a more sustainable training ground prior to in-person 

piloting. Finally, AI-driven piloting allows researchers to iterate and modify their questions 

rapidly, without the need for scheduling and coordinating with human participants. These 

benefits maximize a more efficient refinement process while simultaneously mitigating the 

ethical dilemma of engaging human participants in trials that might not directly contribute to 

the research outcomes. Adding this process to methodological plans also serves to preserve the 

integrity of the participant's contribution to the actual study.  
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Figure 7 

Output on Improving the Protocol and Questions 

 

 
 

 

Effectiveness of LLMs in Simulating Human Responses 

 

The use of LLMs in piloting research protocols opens new possibilities but also raises 

questions about how accurately models like ChatGPT can simulate human responses. While 

the LLM chatbot can generate responses based on vast amounts of data, the authenticity and 

nuance of human understandings, emotions, and contexts may not be fully captured. Research 

into the effectiveness of LLMs in this role is a vital ongoing consideration; however, we have 
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developed a set of preliminary guidelines (Table 2) for researchers to consider as we move 

toward a hybrid human-AI research world.  

 

Accessibility and Cost 

 

Implementing AI-driven piloting can be more cost-effective in the long run but might 

require initial investments in technology and training. Ensuring that these tools are accessible 

to all researchers, regardless of institutional backing, is a crucial consideration. 

 

Ethical Use of AI 

 

While LLM models alleviate some ethical concerns related to human participants, they 

introduce new ones, such as data privacy and the responsible use of AI. As the use of generative 

AI is such a new endeavor in academia, guidelines and standards are in a nascent stage of 

development and must be further refined to ensure ethical implementation. 

 

Integration with Traditional Methods 

 

The use of LLMs does not replace the need for human intuition and expertise in 

question development. It should be integrated with traditional methods, such as expert review, 

to ensure that the questions are both scientifically robust and ethically sound. This is a 

developing transdisciplinary research area (Eaton, 2021) that explores the idea of a post-

plagiarism world. Eaton argues that hybrid human-AI writing will become so prevalent that 

discerning the boundary between human contribution and artificial intelligence involvement 

will be a fruitless endeavor. 

 

Conclusion 

 

Incorporating ChatGPT for piloting and refining qualitative research protocols marks a 

promising advancement, especially in training novice researchers. By mitigating the waste of 

human resources such as one’s participant sample and offering a flexible and ethical platform 

for piloting, LLMs can revolutionize how researchers prepare for interviews. Careful 

consideration of effectiveness, accessibility, ethical use, and integration with traditional 

methods will be key to maximizing this potential. 

The development of this study was influenced by our desire to integrate ChatGPT as a 

resource into a research methods course for doctoral students. Many courses necessitate 

students to develop and pilot an interview protocol, which is known to be challenging for 

novice researchers (Roberts, 2020; Roulston, 2012) and time-consuming for even the most 

seasoned researchers (Brinkmann, 2018; Pope et al., 2000). Unlike traditional static resources 

(i.e., textbooks and articles), LLMs can engage in an interactive dialogue with the user, 

assisting in the ongoing refinement of interview questions. Further, LLMs are always available, 

accessible to all, and can provide real-time assistance, making them an ideal resource for 

students and researchers who work at various hours and balance multiple commitments.  

ChatGPT, or other LLMs, are not the ultimate answer. As demonstrated, ChatGPT often 

repeated its answers and responded sub-optimally by including close-ended responses and 

using double-barreled questions. This highlights the need for researchers to accept that making 

ongoing adjustments in understanding and communication with LLMs is par for the course of 

hybrid human-AI interactions, just as it is with human-to-human interactions. As humans 

acclimate to engaging with LLMs for daily tasks, there is and will continue to be debates about 

what is appropriate. Already we noticed that although some scholars embrace the use LLMs 
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for tasks like data analysis and writing (Hosseini & Horbach, 2023), others raised concerns 

about their ethical implications, biases, and potential loss of human intuition and insight (De 

Angelis et al., 2023).  

Considering the early and varied nature of the guidance to date in the literature, we 

offer a list of considerations for researchers interested in hybridizing their operationalization 

of interview protocol design (Table 2). 

 

Table 2 

Considerations for Researchers Hybridizing Their Operationalization of Interview Protocol 

Design 

 

Consideration Explanation Example 

Cultural 

Sensitivity 

ChatGPT's exposure to diverse texts helps test 

questions across cultural contexts, ensuring 

respect and consideration. 

Testing a survey in 

multiple countries 

Quality of Output Evaluation of ChatGPT's quality output, 

assessing reliability and validity; comparison 

with traditional methods. 

Comparing AI-

generated and human-

made protocols 

LLMs as a Tool, 

Not Replacement 

LLMs complement researchers, not replace 

them; human understanding of context 

remains vital. 

Using AI to draft but 

human to finalize a 

paper 

Ethical 

Considerations 

The use of LLM tools like ChatGPT raises 

new ethical issues like data privacy and bias. 

Ensuring no personal 

data is stored by the AI 

LLM Limitations Acknowledging AI limitations, like the 

inability to make intuitive or creative leaps 

like a human. 

Using human oversight 

for creative writing 

Further Research 

Directions 

Further research needed to identify best 

practices using LLMs in research planning and 

conduct. 

Exploring how AI can 

be used in qualitative 

data analysis 

 

 

Our study demonstrates that Language Model tools (LLMs) such as ChatGPT can 

significantly enhance the development and refinement of interview protocols by performing 

various essential tasks including generating contextually appropriate questions and simulating 

real-life interviews. The multifaceted capabilities of LLMs can streamline the process, reduce 

the required time and effort, and adapt to various research contexts and cultural considerations. 

However, it is imperative to balance this innovation with ethical considerations, quality control, 

and human oversight to ensure that the use of these tools complements human expertise without 

supplanting it, maintaining a balance between innovation and integrity. Finally, our study opens 

new doors for future research, especially in exploring how LLMs can be further integrated into 

other aspects of research processes, such as data collection, analysis, and interpretation. It 

encourages a broader conversation about the evolving role of technology in academic research 

and the potential for hybrid human-AI engagements to enrich and enhance the rigor, creativity, 

and efficiency of scholarly pursuits. The horizon appears promising, yet it invites careful 

navigation to fully harness the potential of these innovative tools in a responsible and effective 

manner. 
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